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Vitamin D deficiency is now recognized as an international health issue, affecting a variety of physiological systems and disease outcomes.

Purpose. The present study proposes machine learning models to identify individuals at risk of vitamin D deficiency.

Materials and methods. Machine learning was used on the dataset of 944 persons’ laboratory analysis to determine the list of
anthropometric and laboratory indicators that affect the development of vitamin D deficiency. It was built a decision tree with a depth of 5 to
predict vitamin D deficiency based on various parameters.

Results. The authors found feature importance in identifying potential vitamin D deficiency. Age and BMI were considered the most
impactful anthropometric parameters, level of HDL was the most important laboratory parameter. A heatmap matrix for correlation of features
between one another was created. It was calculated metrics based on the confusion matrix for determining the risk of a 25(OH)D deficit: Accu-
racy, Precision, Sensitivity, Specificity, F1-Score. The authors plotted the ROC curve of the optimal model; established that the Area Under
the Curve (AUC) of the selected model is equal to 0.92 that is a very effective result.

Conclusion. Machine learning techniques are more effective at predicting deficiencies than traditional statistical methods.

Key words: vitamin D, prevention, lipid metabolism, anthropometry, artificial intelligence, machine learning.
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3AJIEKHICTD PIBHSA BITAMIHY D BIJ IABOPATOPHUX TA AHTPOIIOMETPUYHUX ITOKA3HUKIB:
3ACTOCYBAHHA METOAIB MAIIMHHOI'O HABYAHHS 3 METOIO CKPUHIHI'Y ¥ TOPOCJIUX

!00ecwruil nayionanenuti meduunui ynisepcumem, Odeca, Ykpaina

200ecoruil nayionanvhuii ynisepcumem imeni I. I. Meunuxoea, Odeca, Ykpaina

Mertoro nocimimkeHHs Oyn0o BH3HAYCHHS HEpeiKy aHTPONOMETPHYHMX Ta JIAOOPaTOpPHHX INOKA3HHUKIB, IO BIUIMBAIOTH HA PO3BUTOK
nedinuty BitTaminy D, Ta po3poOka HaiiiHOT TPOrHOCTUYHOT MOJIE, SIKa JOTIOMOXKE B PAHHBOMY BHSIBICHHI Ta BapiaHTax Kopekiii qedinuty
Ta HeloCTaTHOCTI BitaMiny D y rpynax pusuky. MaiuHHe HaBuaHHS OyJ10 BAKOPUCTAaHO Ha HAOOpi aHKX JJabopaTopHoro aHamtizy 944 ocio, siki
BIUIMBAIOTH Ha PO3BUTOK JAedinuty Bitaminy D. 3’scoBaHO BaXIMBICTb 03HAK Y BHSBJICHHI MOTeHNiiHOTO AedinuTy Bitaminy D. Bik Ta IMT
BBXKAJKCS HAOLIBII BINTMBOBIMH aHTPOIIOMETPHYHUMH Tapamerpam, piseHs JI[IBIL OyB HaiiBaxuBimmM 1ab0paTopHAM TTapaMeETPOM.
Po3spaxoBaHi MOKa3HUKH, 110 CTBOPEHI HA OCHOBI MATPHUIIi HEBiAMOBIMHOCTEH, MUl BU3HaYeHHS pusuky aedirmty 25(0OH)D. [TobynoBano
ROC-kpuBy onTUMaIBHOT MOJIEII, SIKa TOBOIHTH 11 €PEKTUBHICTB.

Kumiouosi ciioBa: Bitamin D, npodinakruka, nimiaHui 0OMiH, aHTPOIIOMETPIsL, IITYYHUH IHTENEKT, MAIIMHHE HABYAHHS.
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Introduction. Vitamin D deficiency is now recognized
as an international health issue, affecting a variety of
physiological systems and disease outcomes [1]. Despite
its vital role in bone health, immunological function, and
general well-being, vitamin D insufficiency is nonetheless
common around the globe, impacting people of all ages and
races [1; 2]. The level of vitamin D in the body is affected
by a large number of different factors [3]. Among the risk
factors for the development of deficiency and insufficiency
of vitamin D, the most significant are insufficient exposure
to the sun, a deficiency in the diet of products containing
the daily level of vitamin D, dark skin color, excess body
weight and obesity, disorders of digestive processes caused
by malabsorption, Crohn’s disease, gluten intolerance,
kidney disease [1; 4; 5]. This emphasizes the need for novel
approaches to predicting and preventing the development
of vitamin D insufficiency and deficiency in the population.

Machine learning, an area of artificial intelligence,
allows computers to learn from data in order to make
predictions. The use of artificial intelligence in medicine
has attracted the attention of scientists due to its potential to
transform the system of forecasting, diagnosis and treatment
of various pathological conditions. In recent years, more
and more publications have appeared devoted to the use
of machine learning algorithms for researching the risks
of developing vitamin D deficiency and its correction [5;
6]. Machine learning models are capable of identifying
patterns and relationships that might not be immediately
obvious using conventional statistical methods through the
use of large-scale datasets and advanced analytical tools.

The present study investigates the application of
machine learning algorithms to predict vitamin D defi-
ciency, drawing on a wide range of data sources such as
demographic information, genetic markers, anthropometric
and laboratory features.

Incorporating machine learning to predict vitamin D
insufficiency offers enormous potential to improve knowl-
edge of the complex etiology of vitamin D deficiency and
insufficiency and inform timely, individualized preventive
measures for each patient depending on the etiology of
vitamin D deficiency. By creating accurate predictive mod-
els, healthcare professionals can identify patients who have
a higher risk of vitamin D deficiency or insufficiency, and
prescribe therapy in a timely manner [1; 5].

The implementation of machine learning in health care
institutions will contribute to early diagnosis and preven-
tion of vitamin D deficiency in risk groups [4; 5; 7]. The
incorporation of an early screening system based on arti-
ficial intelligence will help reduce the burden on laborato-
ries, and as a result, reduce costs for the health care system
[1;4;8;9].

Objective — to determine the list of anthropometric and
laboratory indicators that affect the development of vitamin
D deficiency; to develop a reliable prognostic model that
will help in early detection and options for the correction of
vitamin D deficiency and insufficiency in risk groups.

Materials and methods. In the course of the study, 944
persons aged from 20 to 91 years (average age —46.9 years)
were examined in order to create a dataset containing
anthropometric and laboratory parameters from an
assortment comprising people with and without vitamin D
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insufficiency. The variables in the dataset were sex, total
cholesterol, level of high-density lipoproteins (HDL),
level of low-density lipoproteins (LDL), level of very low-
density lipoproteins (VLDL), atherogenicity coefficient
(AC), triglycerides (TG), body mass index (BMI), waist
circumference, waist-to-hip ratio (WHR), age, and vitamin
D status (deficiency vs. sufficiency). The dataset was split
into training and testing sets and decision tree methods
were applied to develop predictive models. The evaluation
of model performance was conducted using such metrics
as accuracy, precision, sensitivity, specificity and the
Fl-score. In addition, feature significance analysis was
used to determine the most important markers of vitamin
D deficiency. The best tree was created, and the receiver
operating characteristic curve and area under the curve
(AUC) values were calculated.

Examination of patients was carried out on the basis of
private medical centers of southern Ukraine “Yes Medical”
and “Artromed”. Further observation was carried out on an
outpatient basis. All patients participating in the study were
given oral and written information about the purpose and
objectives of the study. Patients had the option to withdraw
from the study at any time without giving a reason.
Information about consent to participate in the study was
documented by bilateral signing of the relevant document.
The research was carried out with the provision of safety
measures for life and health, with respect for human rights
and moral and ethical standards, which corresponds to the
principles of the Helsinki Declaration of Human Rights and
the order of the Ministry of Health of Ukraine No. 693 dated
01.10.2015, the Council of Europe Convention on Human
Rights and of biomedicine (ETS-164) dated 04.04.1997,
the Status of the Ukrainian Association for Bioethics and
GCP norms (1992) and approved by the commission on
bioethics of Odessa National Medical University (protocol
No. 12 dated 12.23.2019).

Results and Discussion. The previous study [5] used
logistic regression to predict vitamin D deficiency through
the use of demographic, clinical, and laboratory data.
The logistic regression model used a binary classification
framework to predict vitamin D deficiency based on
factors such as age, gender, BMI, and laboratory results.
While logistic regression provided useful insights into
the relationship between variables and the probability of
vitamin D deficiency, it was limited in its ability to capture
nonlinear correlations and interactions among them.

In contrast, decision trees offer a flexible and intuitive
method for representing complex data interactions. Decision
trees divide the feature space into subsets based on simple
decision rules, resulting in comprehensible decision paths.
By recursively partitioning the data based on the most
significant features, decision trees can capture complex
decision boundaries and interactions among predictors.

Figure 1 depicts the visualization of the top levels of the
optimal decision tree model to predict vitamin D deficiency
based on various demographic, clinical, and laboratory
parameters. With a maximum depth of 5, the decision
tree can generate up to 5 levels of splits, each reflecting a
decision rule based on a distinct feature.

In particular, vitamin D deficiency can occur under the
following conditions: age up to 28.5 years, body mass index
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Age <= 415
gini = 0.454
samples = 742
value = [183, 258]
Triy &a‘se
Age <= 285 LDL == 2.48
gini = 0.472 gini = 0.305
samples = 278 samples = 464
value = [106, 172] value = [377, 87]
L
BMI == 25.865 Total cholesterol == 3.63 BMI == 27.575
gini = 0.429 gini =0.5 gini =0.247
samples = 168 samples = 56 samples = 408
value = [88, 80] value = [28, 28] value = [349, 59)

Fig. 1. Visualization of the three top levels of the decision tree model

above 20.265 kg/m?, total cholesterol above 3.3 mmol/l,
high-density lipoprotein level below 2.21 mmol/I.

Figure 2 displays the results of the decision tree
method’s analysis of feature importance in identifying
potential vitamin D deficiency.

The results of the feature importance analysis show that
anthropometric parameters such as age and BMI are the
most impactful. The level of HDL is the most important
laboratory parameter. When correlation values between
features exceed 0.5, they are considered dependent. The
detailed heatmap matrix for feature correlations is shown
in Figure 3.

A confusion matrix, sometimes referred to as an error
matrix, is a table used in machine learning to illustrate
how effectively a classification method performs (Table 1).
The actual values of the classes are shown in the rows of
this matrix, whereas the predicted classes are shown in the
columns. There are four potential categories of outcomes:
true positives (TP), true negatives (TN), false negatives
(FN), and false positives (FP) [10].

The following metrics are created based on the
confusion matrix:

Accuracy=(TP+TN)/(TP+TN+FP+FN) —
how frequently the classifier is true;

indicates

Precision=TP/(TP+FP) — indicates the degree to which
one may “believe” that the model would predict class 1, i.e.,
that the item is a member of the 25(OH)D level deficient
class;

Sensitivity=TP/TP+FN) — indicates how effectively it
identifies positive class 1;

Specificity=TN/(TN+FP) — indicates how well it can
detect the negative class 0;

F1 Score=(2-Precision-Sensitivity)/(Precision+
Sensitivity) — the harmonic mean of Precision and
Sensitivity.

Metrics for determining the risk of a 25(OH)D deficit
are shown in Table 2.

Additionally, the models were assessed using Receiver
Operating Characteristic (ROC) analysis employing graphs
and ROC curves. The link between the sensitivity and
specificity of the model is depicted by the ROC curve,
which displays the dependence of the number of correctly
categorized positive examples on the number of erroneously
classified negative cases. Figure 4 shows the ROC curve of
the optimal model.

As an examination of the ROC curve, the Area Under
the Curve (AUC) represents a binary classifier’s ability to
differentiate between classes. The model performs better
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Table 1 Table 2
Confusion matrix based on classification results Evaluation metrics for assessment of 25(OH)D
Predicted deficiency risk
Negative (0) | Positive (1) Value obtained | Value evaluated
Actual Negative (0) TN FP Evaluation metric on the t{am on the :est
Positive (1) FN TP samp’e sampre
Accuracy 0.914 0.913
Precision 0.901 0.932

at discerning between the positive and negative classes the Sensitivity/Recall 0.859 0.821
higher the AUC. The classifier has a good probability of Specificity 0.946 0.966
differentiating between positive and negative class values F1-Score 0.879 0.873
when 0.5<AUCK<I. The reason for this is that the classifier
can identify a higher proportion of True positives and True
negatives than False positives and False negatives. The 104 —
AUC of'the selected model is 0.92, indicating high accuracy ___/,J—""ﬂ' ,..*"
of the model, as it exceeds 0.9. In comparison, AUC values — o~
in the range between 0.80 and 0.90 are considered to be 0.8 1 ,,f’
sufficiently accurate, and values between 0.70 and 0.80 are o
considered poor. i -

Conclusions. The following metrics were used to & %%7 I
evaluate the effectiveness of machine learning methods: % -
Accuracy, Precision, Recall, Specificity, and F1-score. The % ,-a"
study shows that decision tree models are more reliable for ~ 2 % o
forecasting deficits than traditional statistical methods or o
linear models, particularly logistic regression. This study . ’,f"
improved performance in terms of forecasting accuracy ) ',/
compgred to .prev1ously published regression models. ,,/ m— T
Machine learning models based on decision trees capable .o+ . , , ,

o0 0.2 0.4 ] 0.e j]

of identifying individuals at risk of vitamin D deficiency
have been built and validated using comprehensive datasets
that include demographic, anthropometric, and laboratory
information. The findings highlight machine learning's

False Positive Rabe

Fig. 4. Receiver operating characteristic
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potential to improve preventative medicine through focused
interventions and tailored healthcare approaches.

The study’s key highlights are:

1. Increased prediction accuracy: Decision tree algorithms
outperformed logistic regression in predicting vitamin D
deficiency. The use of nonlinear algorithms allowed for the
detection of complex correlations and patterns, resulting in
higher accuracy and AUC-ROC values.

2. Identification of Key Predictors: Feature importance
analysis identified age, body mass index, and HDL level
as significant predictors of vitamin D deficiency. These
findings can help healthcare practitioners develop effective
risk assessment and intervention strategies.

3. Clinical implications: The use of machine learning
models in clinical practice shows potential for improving
patient outcomes and reducing the burden of vitamin
D-related disorders. By correctly identifying patients at
risk of deficiency, healthcare providers can apply specific

treatments, such as supplementation, dietary changes, and
lifestyle guidance, to improve vitamin D status and prevent
health consequences.

4. Future Directions: While the study represents a
significant step forward, further research is needed to
address several critical aspects. Prospective validation of
the models in diverse populations and clinical settings is
crucial for determining generalizability and robustness.
Additionally, recent advancements in machine learning
techniques, such as deep learning and ensemble methods,
may further improve prediction accuracy and model
interpretability.

Ultimately, the study emphasizes the potential of
machine learning in predicting vitamin D insufficiency and
developing customized treatment strategies. By leveraging
data-driven techniques, healthcare professionals can gain
the insights and tools necessary to enhance patient health
and well-being.
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